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REPORT OF WORKING GROUP 4 TO DSTAC

Introduction

Working Group 4 (WG4) was formed out of the larger DSTAC to address the topic of device platforms,
variability, and interfaces.

GuidanceDescription

(Part 1) The working group will identify existing devices and technologies that receive MVPD and OTT
service, such as DVRs, HDTVs, personal computers, tablets in home, connected mobile devaas, take
go mobile devices, etc., and identify tisalient differences important to implementation of the non
security elements of a system to promote the competitive availability of such devices based on
downloadable security.

(Part Il)For each category of existing device identified above, the workiogpgwill identify a system
comprising minimum standards, protocols, and information other than security elements to enable
competitive availability of devices that receive MVPD services.

(Part III)The working group may identify alternative systems agayate to promote the availability of
RAFFONBYd OFdS3I2NRSa 2F yFr@AILGA2Y RSGAOSAT O2yAA.
approach that would allow consumer electronics manufactures to build devices with competitive
interfaces and amapproach under which MVPDs would maintain control of the user interface.

Product

The working group will deliver and preset# findings to the full DSTAC.
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PartI: Existing Devices and Technologies
aThe working group will identify existing devices and technologies that receive MVPD and OTT service,
such as DVRs, HDTVs, personal computabdets in home, connected mobile devices, tak®lgo
mobile devices, etc., and identify the salient differences important to implementation of theseourity
elements of a system to promote the competitive availability of such devices based on doaliwad
securitye

As most members generally understand the functionality of the devices listed in Part I, it is expected that
information would be provided as to how the devices discover and receive content.

As content is coming in on different input portscathrough different applications running on the devices,
the mechanisms for each are detailed.

Various points have been captured in ttadle inAppendix ASurvey of ksting Bevices

Section I: Devices that receive MVPD or OTT service
The tablein Appendix Aserves as a reference for retaihd MVPDlevicesthat will interact with content
distribution networks,and provides basic descriptions tifeir functionality. Many of these devices will
function asreceivers for MVPIDTT content, and it is important to understand their differences and
capabilitesfor the purpose of establishing standards for the reception and control of video coréint
of these devicesnay connect throughdisparate networkarchitectures such that protocols fatevice
management and stream management need to be considered and how these devices receive and display
content

Section Il Technologies (Network) that enable the reception of MVPD

or OTT service
Discussion of important features of specific technologies

Operator Network Technologies
SUMMARY

As noted in WG2 Report Section Il startingon pafsgE G KSNBE Aa QDI NAFGA2Yy Ay O
distribution technologies and platforms. Across all service providers, an approach that has developed for
delivering video service to customegg/ SR RS @A O0Sa Aa (GKNRdAzZAK &l LA dé

Diversity of Access twork Technologies

As noted in WG2 Report in Section Il starting on pa@} the larger US Cable operators and Verizon
mostly use one or both of twthe two primary CAS (Conditional Access Systems) vendors, and all support
CableCARD for limited services. Both US Cable and Verizon use Quadrature Amplitude Modulation (QAM)
for broadcast signals while over Hybrid Fiber Coax (HFC) or B/GPON (Bre4sibabit-capable Passive

Optical Networks) fiber networks. Verizon adds hybrid QAM/IP fedemand content and twavay

services. Direct Broadcast Satellite (DBS) also has two major variants for transport and CAS. AT&T uses IP
unicast and multicast over DSL BfGPON fiber, with a Digital Rights Management (DRM) approach
instead of CAS.
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Diversity Of Customer Equipment Installation, Provisioning, And Configuration Methods Error!
Reference source not found.

The diversity of network technologies across and within MVPDs is associated with a diversity of Customer
Premise Equipment (CPE) installation, provisignand configuration methodsTablel - Diversity of

MVPD Customer Premise EquipmEablel shows the equipment necessary for network termination at

the premise, the CPE deployed for the Pay TV service and the technologies usdtbfaeidistribution

of the service.

\Y/AYA=1D) Network Termination Customer Premise In-Home

Equipment (CPE) Distribution

Cable Coax & RFoG Optical DVR & NotDVR setops, Cable RF & MoC/
Network Termination DTA and Cloud Based o
(ONT) systems Wi-Fi

IPTV Set tops

Satellite Out Door Unit (ODW) Genie Server (DVR) & 802.11 & MoCA

Satellite Dish Genie Mini clients
MoCA
Low noise block down  Hopper (DVR) & Joey o
converter (LNB ) clients Wi-Fi
Multiswitch (RF
switching unit)
Telco VDSL Modem or DVR & NofDVR IPT®et  802.11

Gateway tops
Cable RF & MoCH/

B/GPON Optical o
Network Termination Wi-Fi
(ONT)

Google  GPON Optical Network Network Box, Storage Box 802.11 & MoCA
Fiber TV Termination (ONT) TV Box

Tablel - Diversity of MVPD Customer Premise Equipment

Cable networks are typicaltgrminated at the house at the point of entry with coax cabling. In some
instances cable networks use RF over Glass (RFoG), an analog RF fiber to the premise technology. The
RFoG Optical Network Termination (ONT) converts the optical RF to an eléREisignal over coax
permitting the use of traditional cable QAM based CPE. Cable systems make use of both DVR and non



DSTAC WG4 Report

August 4, 2015

DVR setop boxes that receive broadcast signals and use MoCA technology to link them together for a
whole home DVR solution.

Satellite retworks terminate in Out Door Units (ODU) satellite dishes. Low Noise Blockodowerters

shift the satellite signals to a frequency band that can be switched by a Multiswitch unit and distributed

via coax cables to the various satellite CPE. Sawlktems make use of both DVR and R setops

and use both MoCA and 802.11-Wiifor distribution in the home for a whole home DVR solution. The
satellite MVPDs also have client software available in some LG, Samsung, Sony and Toshiba TVs that allow
them to access services through their home network either using RVU or Virtual Joey technology.

Telco networks are typically either traditional telephone twistealr copper or B/GPON FTTP networks.

In the case of twistegbair, the network is terminatedypa VDSL modem or gateway in an IPTV solution
making use of both DVR and rDVR IPTV s¢ébps and use 802.11 Wi for distribution in the home for

a whole home DVR solution. Twistpdir networks also need a filter installed to block the VDSL signal
from telephones in the home. In the case of fiber networks, the network is terminated in an ONT and, in
the case of FiOS, the optical RF spectrum is converted to electrical RF spectrum and distributed over coax,
similar to the cable RFOG case. Fiber nete/onky use either Hybrid IP/QAM based-&gis (DVR and
non-DVR) and MoCA for distribution in the home for a whole home DVR solution or the same IPTV based
settops and 802.11 Wi distribution as in the twistegair case. In Hybrid IP/QAM based-sxis,each

settop box includes two interfaces: an interface to the overlay wavelength for linear services and certain
control signaling; and an IP interface for IP VOD, widgets, guide data, gaming, and certain control plane
signaling. All of these are integea into a single service within the sttp box.

While all MVPDs would like for consumers to be able teisstall the necessary equipment to receive

the MVPD service, this is not always a practical option for a number of reasons. First, if thiirgd the

time a customer has subscribed to an MVPD service, it may be necessary to install the necessary network
termination equipment, whether this is a cable drop, a fiber drop and an ONT, a VDSL modem/gateway
and filters, or a satellite ODU, LNB, and N&witch. In addition to this, it may be necessary to wire the
home with coax cable to distribute the signal from the point of entry to the various rooms in which service

is desired. Even if the home has been previously wired for cable service, theongeie that signal

levels are appropriate or alignment of the satellite ODU is correct is still required.

Provisioning of setop boxes also varies across and within MVPDs. There are two basic kinds of
provisioning necessary in an MVPD system. Theidirsetwork provisioning so that the stdps are
properly connected to the network and can communicate properly. The second is provisioning of
entittements so that subscribers can access the services to which they are subscribed. Network
provisioning $ typically specific to the type of network and CAS system deployed, while provisioning of
entittements is exclusively the domain of the CAS system deployed. Configuration methods are also
specific to the type of network and CAS system deployed.

Common Approaches to Retail Devices

As noted in WG2 Report in Section VI starting on padgé5]2for some service providers an approach for
delivering video service to cimsner owned devices is through service provider authored or authorized
al LiJa d¢

MVPDs are remarkably similar in their approach to supporting retail devices, following the successful
model that OTT video distributors such as Netflix, Hulu, and others use.

8



DSTAC WG4 Report
August 4, 2015

Cable Technologies and Architectures [46]

Cable systems have evolved over the decades since the first cable systems in 1940s. Most cable operators
have upgradedheir networks to tweway, Hybrid Fiber Coax (HFC). However, this evolution was not
uniform across the United States and there is diversity across cable oper&igige33shows the typical

HFC cable network architecture.

Residential Service Area
Head-end Distribution
Hub

Optical Trunk RF
Node  Amplifier

O 125 -500

Homes Passed

QD oma OO O

L Node . .
Distribution Line RF Amplifiers

Hub (@b
O @ @
7 Node

Distribution 8 - 24 Fibers
Hub

Optical
Node
@ Optical
Public ViFi Node SMB
Access Points @

Enterprise

Figurel - Typical Cable System Network Architecture

Cable system architectures reflect fundamental differences dating from the original design goals based on
different vendors and different owners. The General Instrument (now ARRIS) design was tailored
primarily for the more rural and less clustered sysseowned by Telommunications, Inc., with a focus

on increased channel capacity, minimized head cost, and centralized s&p control and
authorization. The Scientifistlanta (now Cisco) design was tailored primarily for the more urban and
clusteredsystems primarily owned by Time Warner Cable, with a focus om@yointeractive services

such as Videon-Demand (VoD), the ability to add applications and services ttopelboxes over time,

and local control and authorization. Thus, even though tte#eesome shared elements, such as MPEG

2 video compression, there are fundamental differences in technologies for CAS, controllers,-tfie out
band (OOB) communications channels used for command and control of thepsébx, network
transports, QAM modaation, video codecs, core ciphers, advanced system information such as network
configuration, session management, operating system, processor instruction set, interactive services,
billing systems, applications necessary for presentation of servicesrmatitkisettop boxes.Error!
Reference source not found.
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The respective design objectives resulted in proprietary systems that had different system architectures
and network configrations, as well as different CAS systems, as described above. Despite these different
design goals there were also a significant number of common elements:

O« O¢ O«

0

The Gl and SA systems used MRB@&leo compression and Dolby®-2&udio compressiof6][7].

Both systems have added support for MPEGVC in the intervening yes|8].

Both systems used QAM modulation for transmission of MRE@nsport streams carrying the
audio/video signal9].

Both systems used variants of Data Encryption Standard§BH$E0] encryption as the working

cipher for their CA systems and in particular both were capable of supporting the SCTE 52 2008 DES
CBC variantl1].

Both systems used a common Service Information format to communicate channalpline
information[12].

However, becausef the different design goals, there were many proprietary components remaining
in each system.
The proprietary aspects of the two systems largely lay in following areas:

[@]3

[@]3

(@]

[@]3

¢CKS /! { aeadsSYy oO05A3IA/ALKSNM LL Ay UlUed®codtiold S 27F I
subscriber entitlements and manage access to digital channels.
Their outof-band (OOB) communications channels used for command and control of thepset
box:
o DLQ& aeaidSY AYLXSYSYGSR (GKS BS5A3IA/ALIKSNI LL
transporting OOB messaging downstream, standardized as ANSI/SCPE®%13]. The GI OOB
channel provided 2Mbps downstream bandwidth and 256Kbps upstream bandthidthgh an
Aloha, polled communication protocol.
o {!Qa aeadtsSy AYLXSYSyGidSR | 51 +L/ olF&aSR hh.
transporting OOB messaging downstream, standardized as ANSI/SQTEGH[14]. The SA
OOB channel provided 1.5 Mbps bandwidth in both the downstream and upstream using a real
time, two-way protocol.
Operating system (OS) and processor instruction set:
o DLQa &aeaidsSy Ay Aaulaprietafy kernkl YomJh Bofogola (6SOR prdcessbiNJ
instruction set.
o {!Qa aedaidsSY AyAGAlLffte AYLXSYSYGuSR GKS t29¢
instruction set.
0  Subsequently, both system providers have introduced other OS (e.g. Linux) and processor
instructionsets (e.g. MIPS).
Network control architecture in support of interactive applications, such as VoD and Switched
Digital Video (SDV):

o DLQ& ySiGé2N] O2yiNRf | NOKAGSOGdzNBE 1 O1 SR (K:
requiring thirdparties to providethis component when integrating sessiased services,
such as VoD.

o Interactive network functions such as Switched Digital Video have been implemented using
external controller platforms, available fronf parties or directly from ARRIS (Vertasent and
BigBand implemented the most commonly deployed SDV controllers, and were subsequently
acquired by ARRIS).

o {!'Qa ySGeg2N] O2yiNRt | NOKAGSOUdzNE AYLX SYSydsS
DSMCC Useto-Network command$5] for support of dynamic MPEG transport sessions.

10
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0 Electronic Program Guide (EPG) application and EPG metadata format.

Integration of interactive service components, such as a VoD applicatidncorresponding video
A0NBIFYAYy3a ASNIBSNEX NBIldZANBR GAIKG AYyiSaINmwisd2y oAl
integrations between VoD vendors, gep applications vendors, and the digital video systems providers.

Existing cable systes have now evolved in ways that vary widely from the legacy system architectures
that were just described. One major difference is the use of the Common Scrambling Algorithm (CSA) in
some systems, rather than core ciphers based on DES. In additionsgsags incorporated content
delivery components from multiple vendors, which has led to much more diversity in session control,
bandwidth management, maintenance, commercial insertion, VOD and other critical system hardware
and software.

To attempt to adlress the issue of interoperability across cable systems, CableLabs developed a set of
specifications under the OpenCable progr&mnor! Reference source not found. These specifications
isolate the proprietary system specific aspects of these systems into separable components. The systems
specific aspects fall into two general categories:

0 Hardwareg These included, the core hardware components of the CA system (working cipher and
key hierarchy) and the key components of the OOB communications network (e.g. forward error
correction and MAC layer processing)

0 Software¢ These included, Operating Syste@®S) and applications (both cable operator specific
and potentially thirdparty applications)

Figure2 - OpenCable/tru2way Interface Diagr&igure2 provides a block diagram identifying the key

interfaces in the OpenCable architecture.

Conditional
Access Interface

L~ "

Applications

Network
Interface

Application Consumer

Interface OCAP Interfaces
Middleware

Figure2 - OpenCable/tru2way Interface Diagram

11
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The four interfaces specified by OpenCable:

O The Network Interface ¢ KA & Aa (GKS AYyGiSNFIOS (KIFG O2yySoda
home and is specified as part of the OpenCable Host Specifiapn

O The Consumelnterfaces¢ ¢ KS&aS T NB GKS AYGSNFIFOSa GKIFEG O2yyS
entertainment devices (e.g. HDMI, component analog, composite analog, etc.) and are also
specified as part of the OpenCable Host Specific&ioar! Reference source not found.

0 The Conditional Access Interfac@his is the interface to the systespecific CA and OOB chahn
FYR A& ALISOAFTASR AYy GKS /1 o0tS/ 1 wsu {LISOAFAOI GAz

0 The Application Interface These are the Application Program Interfaces (APIs) that applications

use to perform the desired functions using the Host and CableCARD components and are specified
by the Ogn Cable Application Platform (OCAP) specificd28h

In this architecture, an OpenCable Host device is enabled to connect to the cable network by providing a
hardware component, the CableCARD, which is specific to the proprietary system deployed in that cable
network. Originally, this would be either a Gl or SA CableCARD; however other CA systems, such as NDS
and Conax, have been added to this list over tifike CableCARD cryptographically binds to the Host for
security and copy protection purposes and instructs the Host how to acquire the OOB communications
channel, register on the network, and receive the OOB command and control signals appropriate for the
CA system. The Host is then able to acquire the list of applications, for example the EPG, which are
supported on the cable system, securely download them if necessary, and begin execution.

The CableCARD is the hardware module in the OpenCable systeathi@tes this isolation through a
physical encapsulation of the cryptographic CA component and some portions of the OOB
communications channel. The CableCARD by necessity had to be a separable or removable module that
could be delivered independentlydim the Host device. In practice, the local cable operator provides the
CableCARD.

The only commonality the two proprietary OOB channels have is the use of QPSK modulation; they
differed in the frequency band and bandwidth, the Forward Error Correction (FEC), the framing, and the
transport protocol used. Consequently, the QPSK femat(modulation and demodulation) was placed

in the OpenCable Host and all of the higher layers of the proprietary OOB communications protocol stack
were placed in the CableCARD. Raw QPSK symbols and their timing passed across the PCMCIA interface
through the use of redefined pins in the physical interface. The CableCARD is responsible for instructing
the Host what mode of operation the system requires. OpenCable also enabled the cable operator to
migrate the proprietary messaging carried on these proprigt@OB channels to a standard tway
communications channel, such as D&waerCable Service Interface Specification (DOCSIS®). This was
accomplished through the DOCSIS-t6pt Gateway (DSG) with the appropriate modifications to the
CableCARError! Reference source not found.Since DOCSIS provides an efficientway IP connection

for devices, the BG specification focused on extending the DOCSIS specification to perform two key
functions:

12



DSTAC WG4 Report

August 4, 2015

0 Encapsulate the downstream proprietary messaging in an IP transport using a broadcast or
multicast transmission so that all s&ips could access it concurrently.
0 Provide a onavay mode of operation so that the s&p could continue to function in a ongay

mode in cases of network disruption.

EIA679 Part B[17] only pernitted the decryption and processing of a single MPEG NPutigpram
Transport Stream (MPTS), equivalent to a singletggettuner. The original CableCARD specification
followed this model with single stream mode, eM&de, of operation. As Digital Vid&ecorders (DVRS),
picture-in-picture, and other multtuner features were developed, it was realized that the original S
Mode CableCARD had inadequate bandwidth for these features. It would require muibifeeS
CableCARDs to provide this capability aould not grow to support muHiuner gateway scenarios.
Subsequently, the MMode (or Multistream mode) CableCARD specification was developed and has its
origin in SCTE 2Brror! Reference source not found. M-Mode provides the higher transport data
throughput rates that are required to support features, such as muklipieer Hosts, Hosts with DVRs
and Hosts with picturén-picture capability as described in DSTAC Working Group 2 Repéitratl
Reference source not found.

Satellite Technologies and Architectures [52]

As was summarized DSTAC Working Group 2 Report[48], there are two primary Direct Broadcast
Satellite (DBS) providers in the United Statd§HDand DirecTV. While they use similar technologies and
architectures to deliver the DBS portion of their service, there are still sufficient differences in the two
systems as to prevent a stp box designed for one system from working on the netwdrihe other.

Figure3 shows the general DBS architecture for distribution of the television signal from program source

G2 GKS adzoaONAROSNDa K2YSo ¢KS @GARS2 LINRPINIYYAYyST
OAYRAOFGSR o6& alé¢ Ay (KOERMIYINIKYS) RANIIMNbIOFENGIERA VIRKASO
where it may be reencoded, multiplexed, and encrypted for transmission via the DBS satellite to the

4dzo aONA O SNRa K2YSo [ 20t wWwSOSAGS CI OAf feGe&Sa 6] wC
LIN2EINF YYAY3T FNRBY 20t oOoNRIFROF&ald aidlidAazya O6AYyRAOI
then decoded, reencoded, multiplexed, and transmitted via satellite or fiber to the satelliteinip

facility. In some instances, an antennaiaK S & dzo 8 ONA 6 SNDa K2YS NBOSA@Sa f:
OAYRAOFGSR 6@ daRé Ay GKS RAIFINIYOOD
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Satellite to Home Distribution Path
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Figure3 - DBS Architecture Satellite to Home Distribution Path

Multiple satellites are used in each system to carry the g@iteof programming offered by each provider.

The Out Door Units (ODUs) and Low Noise Block (LNB}amwarters receive the satellite signals and

downO2 Yy @SNIi GKS aAayrft G2 | f26SNI FNBIljdzSyoOe F2NJ RAA
home. Because there are multiple satellite signals received by the ODU and LNB and there are potentially
multiple tuners and/or setops in the home, a Multiswitch unit is used to switch the specific signal source

to the requesting tuner.

¢KS Go2 2LISNI G2NEQ d8aiSYa RAFTFSNIAY | ydzyo SNJ

0 The number and location of dink facilities

(@]

The orbital positions of the satellites used by each

(@]

The satellite frequency plans used

(@]

The Out Door Units (ODUs), Low Noise Block (LiR)-converters, and Multiswitch units
used

0 The Conditional Access Systems (CAS) used
0 The whole home DVR architectures and technologies used

Figure4 and Figure5 showthe number and location of the uplink facilities for the two DBS providers. As
can be seen the number and location of uplink facilities differs significantly.
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DIRECTV Uplink Facilities

* Local uplinks to spot beam satellites
* Ka band requires “diverse” facilities

@ = Diversity Site < ‘\‘ {’ R '&.\\
&

DBS Architecture Overview for DSTAC (© DISH Network, 2015)
John Card — DISH Network / Steve Dulac - DIRECTV

Figure4 - DIRECTV Uplink Facilities

DISH Uplink Facilities (provided by EchoStar)

* Local uplinks to spot beam satellites via Gateway Facilities

I —
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" D ® i Gateway F

@ EchoStar Fbar Portt of Prasance

DBS Architecture Overview for DSTAC (© DISH Network, 2015)
john Card — DISH Network / Steve Dulac - DIRECTV

Figure5 - DISH Uplink Facilities
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The orbital positions for the two providers differ and this directly affects the orientation of the satellite
dish and configurato®@ ¥ GKS h5! 3% [b. X YR adzZ GA&A6AGOK |G GKS
for the two providers currently are:

(@]

DirecT\ 99W, 101W, 103W as well as 110W, 119W & 95W

(@]

DISH¢ Eastern US Ar¢ 61.5W, 72.7W, 77W, Western US Aré¢ 10W, 119W, 129W and
shared 118.7W

The satellite frequency plans of the two providers differ as well. This impacts the configuration of the LNB
YR adzZ 6Aa6A0G0K i GKS adzoaONAROSNRAE K2YSI | a ¢Sf
Decoder (IRD) or s¢dp box. Figure6 and Figure7 showthe respective satellite and ihome frequency

plans of the two providers.
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DIRECTV Frequency Plans

Satellite Downlink and L-Band
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Frequency Plan Standard Definition
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»» 1w e W aase Bem * Ka-Band is used for
weoowe ome M e w High Definition
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DAS Architecture Dverview for DSTAC (8 DISH Network, 2015) 11
John Card - DISH Network / Steve Dulac - DIRECTY )

Figure6 - DIRECTV Frequency Plan
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The ODUs and LNBs differ depending on the DBS operator and type of service being provided. For
SEFYLX ST GKS OdzNNByid 5ANBO¢+ h5! aTriglesa (Sozenf)Yora I y wmy
Slimline ODU (HD) which can be used with a Slif8lioea Slimliné LNB. The LNBs also differ in their
powering. DISH LNBs are typically powered by on#gen the home, while all DirecTV and some DISH

LNBs have a dedicateexternal power supply. The Multiswitch unit allows ategt to select between

the multiple input signals received by the LNB. Because LNBs receive signals from multiple satellite
transponders, it is necessary to switch the input signal for the regadeshannel to the requesting set

top tuner. The setop sends a signal to the Multiswitch unit identifying the desired input and the
Multiswitch unit switches the input signal onto the coax cable to the requestintppet

The two DBS providers differ ineir implementations of their respective Multiswitch units. The control
signaling between the two systems differs. Specifically, DIRECTV uses\Wigtlis#lodulated (PWM)

control scheme; with simple-Byte messages to identify desired input port, whidbes not strictly

conform to the DISEqC (Digital Satellite Equipment Control) standard. DISH uses system based on and
conforming to DISEQC but extending the standard with additional commands. There are Single Wire
Multiswitch units, which allow multigl, independent setops to share a single coaxial cable and multi

wire switch units that use separate coax cables for eachaget Settops, Multiswitch units, ODUs and

LNBs from the two providers do not interoperate.

The DIRECTV dep boxes receive Satellite signals usingthe 1808 4 S a5{ { ¢ G NJ y a L2 NI
DISH uses the 188/te MPEG transport format for its SD satellite signals. Both MVPDs use MPEG
transport format for HD satellite signals. The two DBS providers utilize Digital Video &sd®@WR) in

the home to deliver a more interactive and personalized experience to subscribers: each have proprietary
implementations that leverage MVP&ntrolled content storage to deliver features including VOD and
targeted Dynamic Ad Insertion (DA. OK A YLX SYSy Gl A2y alLlzaKSaé¢ +hs5
DBS broadcast system to paocated storage areas of the D\A®. an example of use of this capability,

the two providersjointly offer targeted DAI that was used during the 2014 election cygldéobal and

national candidates to reach their constituents. Each proprietary implementation required the providers

to modify the headend transport and video stream encoding to offer seamless merging of broadcast and
from-DVR contentThe settop boxes fran both providers offer common television outputs (e.g. analog
component and composite, digital HDMI), but have deployed-interoperable approaches for 4P
networked outputs Software updates to seabp boxes happen independently on each DBS system as new
features of the service are released, and typically rangé&equencyfrom quarterly for legacy devices to

more than once per month for newly deployed d€ep boxes or critical bug fixe¥he two DBS providers

also differ in the CAS and DRM solutions lseleir respective DBS systems. DirecTV uses NDS CAS/DRM
systems and DISH uses Nagra CAS/DRM systems. Both providers support additional DRM systems for their
internet-delivered services.

While both DBS providers use a clisetrver architecture and MoC#r in-home distribution of their

whole home DVR solutions, they differ in their specific implementatidiigure8 and Figure9 showthe

two whole home DVR servefient solutions. DirecTV uses the RVU Remote User Interface technology,
which has been integrated into a number of retail televisions (see rvualliance.org/prodliits) other
MVPDs, both providers participate in the Digital Living Network Alliance (DLNA) and make use of some
DLNA protocols in their whole home DVR solutions.
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Server-Client Architecture (DIRECTV)

Master Bedroom Office [ Den

Genie Mini

GenieGo

Internet

MoCA & SWM
Home Network

Wireless
Video Bridge

RVU TV
{DIRECTV Ready)

Genie Server

DBS Architecture Overview for DSTAC (© DISH Network, 2015)
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Figure8 - DIRECTV Serv@lient Architecture
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Server-Client Architecture (DISH)
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Figure9 - DISH ServeC€lient Architecture
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Telco Technologies and Architectures

Telephone companies have used a number of different technologies and architectures for delivery of their
MVPD service. Some have partnereithvsatellite providers to deliver an MVPD service, others have
deployed fiber with an RF overlay network, and others have deployed IPTV systems over VDSL and fiber
networks. This section covers the systems deployed by AT&T and Verizon.

AT&T and Verizordve taken different approaches to deploying an MVPD service. AT&T largely leveraged
its twisted pair network using VDSL technology to deliver daffeéd TV service. AT&T has also deployed
an FTTP PON network to carry this IPTV service. Verizon depl®@N fiber network (FiOS) from the
start, but chose to leverage cable technology to deliver its MVPD service to the point that they also make
use of CableCARD in their¢ep boxes as well as in support of retail devices. To accomplish this, Verizon
used a separate wavelength to carry an RF spectrum with broadcast TV channels. TaytRON
network is used to carry twavay services, including VoD. This is sometimes referred to as a Hybrid
QAM/IP implementation, as QAM is used to carry the broadchahnels and IP is used to carry VoD
services.

AT&T Technologies and Architecture$43]

In 2004 SBC/AT&T participated in the Microsoft IPTV Early Adopters Pi@gk&)iThe IPTV Mediaroom
system was designed as an application platform to support the IPTV service and evolution of service
features. The platform is now owned and maintained by Ericss9h&T offers this service over both
copper (VDSL) and Fiber (FTA&works. The service is based on an all Internet Protocol (IP) delivery for
Linear/Live, and VODhe system encompasses a humber of proprietary features such as Instant Channel
Change (ICC), Multiview, and a large number of interactive applicatan&PG, search engine,
recommendations, integrated service features such a célleon the TV, etcApplications such as
Multiview are integrated within the Mediaroom software client. AlT& a licensee of the Mediaroom
proprietary IPTV system and additional implementation details has to be obtained directly through
Ericsson. The Microsoft Mediaroom DRM is used for content protection on ARMTsE) STBs with an
embedded secure SOQJ-verse is offered to third party devices such as smart phones (iOS, Android),
tablets, PCs and laptops through AT&Ivddse applications. PlayReady DRM is used for content
protection on these devices.

FigurelOis a diagram of the AT&T-\l¢rse Architecture. erse content is acquired and gathered at a

central location, the Super Hub Office (SHO), for national linear channels and VOD assets. Linear content
isencodedtol ¢3¢ Q& dzyAljdzS ALISOAFTAOFGA2Y A YR RAA&GNROGdzi ¢
Offices (VHOs). The content is then multicast to the end user, when requested. Local channels are

I OlfjdZANBR t20Ftfe IyR SyO2RSR (2 VOI asse are aimbddel wzS & LIS
l ¢3¢ Q& dzyAljdzS &ALISOATA O & Aoy therd theRarelidisiribyitadLtaRteIviSas (2 G
via multicast, and stored locally at the VHOs. The assets are then streamed from the VHOSs to the end

user via unicast, wherequested.

Linear channels are encoded using H.264 video compression and Dolby Digital Plus (DD+) converted to
AG3 by the STB or AAC audio, and contained within an MP&Eahsport stream. When ingested into
Mediaroom, the channels are encrypted agdlcapsulated as RTP streams via the Acquisition Servers (A
servers), and distributed via multicast to the local VHOs. Linear channels are also acquired by a

I Note that AT& does not use the CableLabs encoding specifications to encode content.
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Distribution Server (Berver), which is at the VHO and used for instant channel change. Whssr a u
switches to a live channel, a proprietary ICC enables a fast channel change implementation.

Figurel0- AT&T Uverse Architecture

VOD assets are encoded using H.264 video an8 &ftlio, and contained within an MPEGranspat

stream. When ingested into Mediaroom, the assets are encrypted, encapsulated as an RTP stream, then
distributed and stored at the local VHOs on VOD Serveseifxérs). When initiated by the user, VOD
assets are streamed from the VH@#fvers to thedza SND& NBOSAGBSNI 2@3SNI I ¢¢t @

The Uverse Mediaroom DRM is used to enforce license restrictions from content agreements and
provides overall content protection. THBRM is basedn 128bit AES and 204Bit RSA earyption.

Linear content is encrypted eithat the SHO, or at the local VHO (for local channels). The encrypted
OKIyySta NS RA&AGNARODzASR (2 (GKS SyR dzaSNDa {¢. oK
VOD assets are encrypted at the SHO after being acquired from the content proViderencrypted
FaasSia FNB KSY RAAGNAROGdzISR GKNRdAZAK GKS ySGg2N)] |
STB. Content outputs are also protected via HDCP, @GBI®l Macrovision. The output controls are
implemented through the client apiation.

AT&T Wverse is also available online at uverse.com, and on tablets and smart phones via/é¢hgeU
mobile application. Uverse.com offers a web site where users can login and view services. Some content
flows through an internal process and otheontent is hosted directly through third parties like Hulu,
Turner, etc. Content is protected via PlayReady DRM. Meedd mobile app for phones and tablets are
developed internally and content is encoded and hosted using a third party. Contemtéstpd via
PlayReady DRM.
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New updated Werse Mediaroom software is pushed tevidrse STBs at least twice a year: offering new
features, improved performance, security and protocol system updates and updated user experience.
AT&T is planning to deployK4and HEVC, more advanced STBs to provide more-addieel services to
U-verse customers. Access bandwidth is improving with the provisioning of more bandwidth over VDSL
and the deployment of more fiber (GigaPower). AT&T will be deploying more advancéd W
technologies (i.e. 802.11ac) for both video and data distribution and expandimgdd applications to

reach more and more thirgarty devices, and offering more interactive applications.

Verizon Technologies and Architecture§44]

Verizon took an alternate approach to AT&T by deploying a FTTP network known as FiOS. The Verizon
FiOS network is a Passive Optical Network (PON) etR@NBrGt hb A G K GKS T RRAGAZY
wavelength (1550nm) to transmit broadcast video over RF. VOD is distributed over IP using data/voice
wavelengths (1490nm & 1310nmirigurell shows the Optical Spectrum on the PON network based on

ITU G.98x PON standardsgurel2provides a diagram of the FiOS access network showa§iGPON

OLT for tweway voice, data, and VoD traffic, the Erbium Doped Fiber Amplifier (EDFA) used to inject the
broadcast RF on the fibemndthe ONT at the customer premise. This diagram also shows the optical
wavelengths used for the FIOS servithis architecture provides full support for both cable style RF video

as well as emerging IPTV video technologies. Moving the VOD traffic to tHCBM@P network freed up

RF spectrum for broadcast HDTV growth and provides greater scale as demaniddpdata, and VoD
increases. The network protocols used on the-B@N network are ATM AAL1&2 for Plain Old Telephone
Service (POTS) and ATM AALS for Broadband Internet and VoD.

59831 APON Upstream Wavelength Band
| | | | | |

1260 1280 1300 1320

Wavelength (nm})

|
1340 1360

69833 WOM APON Video
Downstream Band Band

2 | | | | | | | | | | |
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’=Y

ITU-T G983.3 Wavelength Allocation Plan

Bandwidths & Services
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Figurell-ITU G.98x PON Optical Spectrum
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Figurel2- Verizon FiOS Access Network

Figurel3 shows the higHevel Verizon architecture. Content is received at two Super Head Ends (SHE
for purposes of redundancy. A Long Haul Network (LHN) is used for the National Video Distribution
Network to carry the video traffic from a SHE to multiple Video Hub Offices (VHO), each of which serves a
major metropolitan or franchise area. The Metra@®0 Distribution Network distributes the video traffic

from a VHO to multiple Video Serving Offices (VSO) where it is then distributed over the PON access
network to the customer premise. This diagram also shows which network protocols used at whtsh poin

in the overall architecture.

Figurel4 shows the FIOS Hybrid QAM/IP s box and dual networks over which it connects to the
VSO. First, there is the ome&ay overlay interface that carries broadcast video using 256 QAM and MPEG

2 Transport Streams (TS). In addition, there are two OOB stoyam channeldo support multiple
encryption systems SCTHE5-1 for the MediaCipher CAS system and SE5FEfor the PowerKey CAS
system,similar to thatused by most US Cable operators after fiber termination. These OOB channels
carry System Informain (Sl), Entittement Management Messages (EMM) and other control plane
signaling for box control and configuration. The IP Interface carries VOD content, duplicates some of the
OOB signaling and carries additional application data including widgets,daimleand gaming traffic.
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Figurel3- Verizon FiOS Higbevel Architecture

Figurel4- Verizon FiOS Dudletwork Hybrid STB Architecture
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